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§ During the medical research, the investigator must answer the care 
questions referring to the population of one country, under general 
conditions of population. 

§
The research should be focused only on one segment of the 
population of the country (sample on randomized principles).

§ The results of the research can be completely extrapolated to the 
population of the country, using the statistical analyzed method. 

§ Thus, one can estimate (not accurately calculated) the average of the 
target pulpulation by determining the average of the studied sample. 
The larger the sample is used, the greater the means of drawing up
the means of communication of the population.



§ Studying another sample from the target population will generate 
another mean, so it is necessary to quantify the standard error of the 
mean (SEM).



§ In order to quantify the degree to which the sample mean differs from 
the population mean, a range of values is calculated that contains the 
population mean (μ)	and is called the confidence interval.

§ The following formula is used to calculate the confidence interval 
(for large samples with normal distribution):

§ 95% confidence interval = (sample mean) ± 1.96 x SEM 

§ There is no 100% guarantee that the sample mean deviates within 
this range, as there is a 5% chance that the sample will be out of 
range.





§ The level from which it is decided that a result is 
statistically significant is called the significance level.

§ By convention, in medical research P <0.05, that is, the 
test results are statistically significant (the exposure-
disease association is considered statistically 
significant). 

§ The value of P below 0.05 is a guide and not a rule. For 
example, if P <0.01, the significance level is 1%.



§ P reflects two dimensions: - the size of the sample - the magnitude of 
the difference between two groups of data studied. 
If it is desired to extrapolate the results obtained to the tested sample 
to the entire population from which the sample comes, then it must 
meet certain conditions: 

§ � be representative for the studied population; in this sense, it can be 
stratified by certain variables; � be random; the constitution must be 
made by drawing lots; � be of sufficient size; the accuracy of a 
random survey can be determined by calculations



§ The choice of statistical analysis method in a study depends on the 
type of data entered and the comparison to be made between them.

§ !!! It is necessary to avoid the erroneous application of some tests for 
the variables taken in the study, with the establishment of some 
irrelevant conclusions.



§ Each statistical test has a probability distribution, which is divided 
between an area of acceptance of the hypothesis and an area 
of rejection. 

§ The normal distribution is that particular dispersion of the values of 
a variable around an environment following Gauss's mathematical 
law.

§ It is characterized by mean and standard deviation, called the 
distribution parameters. 

§ The methods used to study the normal distribution are called 
parametric, and those that study a particular distribution of variables 
are called nonparametric methods.



§ The t distribution was first described by WS Gossett in 1908 under the 
pseudonym "Student", and is known today as the Student test. The t 
test is based on the t distribution which is considered normal and is 
represented by a family of curves.

Graphical presentation of 
normal distribution and t 
distribution with varying 
degrees of freedom.





§ The family of curves differs in their degree of freedom, which 
influences the area of distribution

• The t test is used to compare averages of continuous quantitative 
values when the number of observations (sample) is small (sub100). The 
test can be applied to one or two samples. The test can be found in the 
software packages Statistics, Systat, Minitab, etc.



§ Simple sample test (one sample) This test tests the hypothesis of data 
from a single sample of patients within a population with a known 
average of variables. 

§ Like all other t tests, this type of test assumes that the sample is taken 
from a population with a normal distribution.



§ This study will include two independent, unpaired groups of 
observations that are not necessarily of the same size (n) in patients 
with the same condition. 

§ For example, two groups of patients with the same disease receiving 
different treatment. 

§ The groups will be compared with each other in terms of changing a 
biological parameter that highlights the positive evolution after one 
of the treatments applied.



§ The paired Wilcoxon test is a non-parametric / nonparametric test 
used as an alternative to the paired t test, when the analyzed variables 
do not follow a normal distribution. 

§ Parametric - the crowd subject to observation belongs to a distribution, 
so the distribution is known. 

§ Nonparametric - it is not known what distribution the data subject to 
observation is.

§ Wilcoxon matched pairs signed rank sum test





§ It is a nonparametric alternative to the t test, equivalent to the 
independent t test, and used when one or more of the hypotheses of the t 
test are not met. 

§ It is used in comparing the medians of two independent samples / groups, 
when the variables are not normally distributed, just as the independent t 
test compares the averages of two groups with the variables with normal 
distribution. 

§ Therefore, this test is intended to test hypotheses when the samples 
(groups) of data under test do not have a normal distribution.

§ It can test the rank of two groups of data to determine the equality or 
inequality of the medians of the two sets of data.





§ The Friedman test is intended for nonparametric analysis of random 
block experiments (when distributions are not normal). 

§ It is an alternative solution of dispersion analysis for two groups of 
sampled data. 

§ Randomized block experiments are a generalization of the pair 
experiments, and the Friedman test is a generalization of the test 
applied to the pair experiments.






